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Abstract: The breakthrough progress of deep learning in fields such as computer vision often relies on
the support of massive labeled data. However, data annotation is not only time-consuming, but also costly
and challenging task. Unsupervised Domain Adaptation (UDA), as a key technical in the field of transfer
learning, provides a new research paradigm for solving cross domain generalization problems by constructing
a knowledge transfer bridge between source and target domain. Although significant progress has been made
in this technology, existing review studies still have shortcomings in terms of systematical and timeliness. To
fill this gap, this paper conducts systematic research from three aspects: methodology, dataset, and application
practice. Firstly, we conduct a comprehensive and systematic investigation of the existing UDA methods and
provide a unified taxonomy framework. Secondly, we systematically reviewed three benchmark datasets and
introduced the innovative applications of this technology in cutting-edge fields such as computer vision. Finally,
based on the analysis of existing work, we provide new perspectives and technical paths for future research
directions in UDA.

Keywords: Transfer Learning, Unsupervised Domain Adaptation, Application, Computer Vision.

1. Introduction

In recent years, machine learning, especially deep learning, particularly deep learning, has demonstrated

remarkable success across various domains including computer vision[1], [2], smart healthcare [3], and

remote sensing[4], [5], [6], [7]. However, these methods mainly rely on large-scale labeled datasets, where

manual annotation processes require a lot of time and cost. A simple method is to train on large-scale data

and then test on small-scale data. This strategy often encounters significant performance degradation due

to the distribution discrepancy between training data (source domain) and testing data (target domain).

To address this challenge, transfer learning has emerged as an effective paradigm [8], [9]. This method-

ology enables knowledge transfer from a resource-rich source domain to a distinct but related target

domain, allowing models to leverage previously acquired information for new tasks. As illustrated in Fig. 1,

transfer learning mimics human analogical reasoning capabilities by adapting existing knowledge to novel

situations. For instance, skills developed in bicycle riding can facilitate learning to operate motorcycles

through shared balance and coordination mechanisms, while remaining largely inapplicable to automobile

driving due to fundamental operational differences.

Unsupervised Domain Adaptation (UDA) [8] is a special type of transfer learning problem, where models

leverage labeled data from a source domain and unlabeled data from a target domain. By addressing the

domain shift, UDA enables model adaptation to target distributions without supervised information from

the target domain, thereby effectively addressing label scarcity issues in real-world applications [10], [11],

[12], [13], [14], [15], [16], [17], [18], [19], [20], [21], [22], [23]. Despite significant advances in UDA
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Fig. 1. Schematics of transfer learning.

methodologies, there is currently a lack of a comprehensive and timely review in this field.

To fill this gap, our goal is to timely and comprehensively explore the latest developments in unsupervised

domain adaptation. This paper aims to elaborate on the basic concepts of UDA and summarize the latest

research results in this field, with a particular emphasis on the innovative elements in different UDA

methods, in order to provide a comprehensive understanding of this field and inspire the design and

practical application of more UDA methods. The main contributions of this paper can be summarized as

follows:

1) We have timely and comprehensively summarized the latest UDA methods and provided a taxonomy

for UDA methods, filling the gap in existing literature.

2) We introduced three commonly used benchmark datasets (i.e., Office-31, Office-Home, and VisDA-

2017) and provided future research directions.

2. Overview

2.1. Problem Description

The two basic concepts of UDA are domain and task [9]. The domain is represented by data X and the

marginal distribution P (x) that generates the data. Given the domain, task T consists of label space Y
and the ground-truth function f(·).

Definition 1 (Unsupervised Domain Adaptation, UDA). Given a source domain dataset Ds = {(xs
i ,y

s
i )}

ns

i=1

with ns labeled samples and the target domain dataset Dt = {(xt
i)

nt

i=1
with nt unlabeled samples, where

ysi ∈ R
K represents the label of sample, K is the number of categories. The key assumption is that the

data feature space Xs and Xt of the source and target domains be same, while their label space Ys and

Yt also remains consistent. The goal of UDA is to learn the mapping function f(x) by eliminating the

discrepancy of joint distributions, so that the learned function f(x) can be well generalized to the target

domain, thereby achieving effective knowledge transfer and reuse.

Formally, the function f(x) = C (G (x)) contains a classifier C and a feature extractor G, where the

feature extractor learns the features of the data z = G(x) ∈ R
d, where d represents the feature dimension,

and the classifier learns the predicted output p = C(z) ∈ R
K .
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Fig. 2. Taxonomy of UDA methods.

2.2. Taxonomy

UDA is a fundamental method for addressing the scarcity of labeled data, assuming that there is no labeled

data in the target domain. This paper provides a comprehensive and systematic review of the relevant work

on UDA. By reviewing and evaluating existing work, we hope to provide valuable references and insights

for the development of UDA. According to the domain adaptation strategy, existing UDA methods can be

roughly divided into the following three categories: instance-based methods [24], [25], [26], [27], feature

alignment-based methods [12], [13], [14], [28], [15], [16], [17], and self-supervised methods [29], [30],

[31], [32], [33], as shown in Fig. 2.

3. Instance-based Methods

The key idea of the instance-based methods is to assign weights to source domain samples by calculating

their similarity to the target domain, and use this to weight the loss function, thereby reducing distribu-

tion discrepancy across domains. Most existing research has focused on how to accurately estimate the

probability density values between domains [25], [26], [34]. Kernel Mean Matching (KMM) [25] is a well-

known method that calculates sample weights by minimizing the Maximum Mean Discrepancy (MMD)

[35] between weighted source domain data and target domain data. Another representative work is the KL

importance estimation process [27], which uses relative entropy to measure the similarity between source

domain samples and target domain, thereby determining the importance of each sample without the need

for complex density estimation.

In addition to density estimation, some studies use the predicted values of domain classifiers to evaluate

the alignment degree of samples. Tang et al.[36] proposed measuring the similarity between source domain

samples and corresponding target clusters (class centers) based on the distance between the two, and

assigning weights to different source domain samples accordingly. In the target offset scenario, Zhang et

al. [37] used kernel mean matching to estimate the label density ratio and provided the error bound of

this method. In addition, inspired by the AdaBoost algorithm, Dai et al. [24] proposed the sample transfer

learning method TraAdaBoost. The core idea behind it is to reduce the weight of misclassified source

domain samples, as these samples often have significant differences from the target domain.

Instance-based methods require a certain degree of similarity in the distribution between domains. When

the distribution discrepancy across domains is too large, the performance of such methods will significantly

decrease, which limits their application in practical tasks.
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4. Feature Alignment Methods

4.1. Moment Matching Methods

Moment matching method reduces domain shift by matching the high-order statistical moments of source

domain and target domain features [13], [14], [17]. This paradigm can learn domain-invariant features to

achieve knowledge transfer across domains.

Moment matching methods usually use the maximum mean discrepancy (MMD) [13] that is a non

parametric measure, which is defined as:

M(Ps, Pt) =
∥

∥EPs
[φ(xs)]− EPt

[φ(xt)]
∥

∥

2

H
. (1)

The φ in the above equation is a nonlinear feature mapping function, H is the reproducing kernel Hilbert

space. Given the kernel function K(xs,xt) = 〈φ(xs), φ(xt)〉, where 〈�, �〉 represents the inner product of

two vectors, and z represents the feature, then the empirical estimate of MMD is redefined as:
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Transfer Component Analysis (TCA) proposed by Pan et al. [14] is a representative moment matching

method that learns a mapping function by minimizing the MMD of source and target domain features.

However, a major drawback of MMD is that it requires expensive kernel matrix calculations. For this

purpose, center moment discrepancy (CMD) [17] utilizes multiple low order moments to define a new

distance function by equivalently representing the probability distribution. But, these methods mainly focus

on aligning global feature distributions without considering inter-class relationship.

Some works use local maximum mean discrepancy (LMMD) [38], [39], [40] to align feature distributions

of the same category (sub-domain) across domains, effectively improving the generalization performance

of the learned model. For example, CMMD [39] and LMMD [40] align class-level feature distributions

by capturing fine-grained information for each category. In addition, some improved methods based on

MMD, such as conditional MMD [41] and joint MMD [42], have been used to measure the distribution

discrepancy between domains in the Hilbert space. These methods further improve the performance of the

model by estimating the label weight ratio and reweighting the samples.

By integrating deep learning and domain adaptation [43], [44], [45], some works have achieved re-

markable performance improvements. For example, DAN [13] and DSAN [40] quantify the distribution

discrepancy across domains through MMD and LMMD, respectively. In addition, some methods directly

utilize pseudo-labeled features for class-level alignment to improve feature discriminability [45], [39], [40].

For example, TPN [46] uses prototypes (i.e., feature centers for each category) to guide feature alignment.

Dynamic Weighted Learning (DWL) [47] can dynamically adjust the proportion of transferability and

discriminability of data in the target domain. Xin et al. [48] proposed an end-to-end collaborative alignment

framework (CAF) to capture global structural information and local semantic consistency. Furthermore,

the researchers proposed weighted MMD [39] and generalized label shift (GLS) [37] to reduce the

inconsistency of the label distribution.

To achieve semantic alignment between classes, moving semantic transfer network (MSTN) [44] learns

semantic features by aligning the class centers of the source and target domains. In addition, CAN

[49] proposes contrastive domain discrepancy, which explicitly models intra- and inter-class discrepancy

across domains. However, CAN relies on alternative optimization and class-aware sampling, which greatly

increase computational costs. Wang et al. [50] rethink the principle of MMD and proposed a discriminative

MMD method that applies trade-off parameters to the intra-class distance hidden in MMD or recalculates

the inter-class distance using weights similar to those hidden in MMD. Recently, Wang et al. [51] improved
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Fig. 3. The architecture of DANN

discriminative ability of the learned features by maximizing the mutual information between features and

outputs.

The above methods rely on a specific kernel space to match the high-order statistical moments of the

learned features, and cannot characterize any complex probability distribution. In addition, the adaptation

of conditional probability distributions based on pseudo labels is susceptible to the influence of noisy

pseudo labels, thereby aligning samples to incorrect classes.

4.2. Adversarial Learning Methods

Adversarial learning methods aim to learn domain-invariant features through a min-max two player game

between the domain discriminator and feature extractors [10], [11], [12], [15], [16], where the domain

discriminator is trained to distinguish whether the input comes from source domain or target domain, while

the generator attempts to fool the discriminator. As a pioneering work, DANN [12] proposed a domain

adversarial neural network consisting of a domain discriminator D and a feature extractor, as shown in Fig.

3. In addition, the classification loss in source domain should also be minimized [12]. The final objective

function is defined as:

minG,CLcls = E(xs

i
,ys

i )∼Ds

Lce (C (G (xs
i ) ,y

s
i ))

minGmaxDLadv = Ex
s
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∼Ds

log [D (G (xs
i ))] + Ex

t

i
∼Dt

log
[

1−D
(

G
(

x
t
i

))]

,
(3)

where, Lce (·, ·) is the cross-entropy loss function.

CDAN [52] introduces a conditional discriminator to align domain features, which not only considers

domain information, but also utilizes discriminative information from prediction output to model the

relationship between features and predicted information. Wei et al. [53] proposed MetaAlign, which

encourages gradient consistency between feature extractors and discriminators. In addition, GATE [54]

uses the similarity between samples to align global and local subgraphs. However, these methods do

not explicitly align class-level feature distributions, which may limit their ability to learn discriminative

features. To address this issue, ADDA [16] and MADA [28] extend this structure to multiple feature

extractors or discriminators to capture multimodal structures and achieve finer grained feature alignment.

Similarly, the GVB-GD [55] uses multiple discriminators to learn class-level domain-invariant features.

Although such methods can improve the accuracy of feature alignment, multiple feature extractors and

discriminators also bring additional computational complexity, making the optimization process more

difficult. Recently, Wang et al. [56] proposed class-aware prototypical adversarial network, which uses a

single multi-class discriminator (i.e. multi-class classifier) to replace the traditional domain discriminator.

Another adversarial learning methods use the difference between two classifiers as a domain discrimi-

nator [57]. Specifically, maximum classifier discrepancy (MCD) [58] quantifies intra-class differences by

minimizing the distance between two different classifiers, and learns domain-invariant features through

the min-max this discrepancy. To capture intra-class variations, SWD [59] introduced slice Wasserstein

distance. However, these methods often overlook the certainty of predictions, which may have a negative
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impact on distribution consistency. To address this issue, BCDM [60] utilizes classifier determinacy

disparity to generate more discriminative features. Although these methods can effectively reduce domain

shift, most methods only focus on intra-class differences between predictions, resulting in ambiguous

prediction.

In addition, MDD [61] proposed margin disparity discrepancy with a good theoretical support. Based

on MDD, i-MDD [62] further introduces task-driven contrastive domain discrepancy. Zhang et al. [57]

proposed multi-class scoring disagreement (MCSD) divergence, which can characterize the relations be-

tween any pair of multi-class scoring hypotheses. Other works parameterize and integrate a classifier

and discriminator into an integrated classifier, achieving joint distributions alignment [63], [15], [64]. For

example, Tang et al. [15] proposed discriminative adversarial domain adaptation (DADA), which aligns the

joint distribution of source and target domains by jointly parameterizing domain discriminator and classifier.

On the one hand, this type of method does not fully utilize the predicted discriminative information, and

on the other hand, it requires a complex optimization process, which hinders the learning of discriminative

features.To eliminate the influence of semantic irrelevant features, SCDA [65] learns semantic features by

min-max the prediction differences of same class samples.

However, the above methods are difficult to handle scenarios where the support sets of two distributions

do not overlap completely. Discriminator-free adversarial learning networks (DALN) [11] combines classi-

fiers with nuclear-norm discrepancy directly as domain discriminator to align class-level features by using

predicted discriminative information. However, when the batch-size is small or the number of categories is

large, this increases the difficulty of calculating the nuclear-norm and hinders domain adaptation. Recently,

multi-batch nuclear-norm discrepancy [66] has utilized cache features to eliminate the dependency between

nuclear-norm computation and batch-size.

5. Self-Supervised Methods

5.1. Regularization Methods

Some methods aim to further explore the potential of unlabeled data to improve the generalization ability

of adaptation models [29], [67], [30], [68], [36], [32]. For example, Long et al. [69] proposed nearest

neighbor structure regularization to construct semantic features across domains, which alleviates negative

transfer to some extent. EntMin [70] is used to obtain deterministic predictions of target domain samples.

Chen et al. [71] proposed maximum squared loss to reduce the impact of easily transferable samples

in EntMin on model performance. In addition, MCC [30] solves various domain adaptation scenarios

by minimizing the confusion loss of target classification prediction. Further, CC-Loss [72] introduces

consistency constraints with different data augmentation, improving the robustness of the confusion matrix

to distribution perturbations. Self-ensemble [73] rely on ensemble learning and data augmentation to

enhance the generalization ability of the learned model.

Recently, some works have explored the transferability, discriminability, and diversity of the learnedfea-

tures from the perspective of matrix analysis [74], [29], [67]. For example, BNM [67] utilizes the batch

nuclear-norm of the output matrix to improve the discriminability and diversity of prediction outputs. AFN

[75] enhances features transferability by increasing feature norm, while BSP [29] balances transferability

and discriminability by penalizing the maximum eigenvalue of the feature matrix. For safe transfer

learning, Chen et al. [74] proposed batch spectral shrinkage (BSS), which suppresses non-transferable

spectral components by penalizing smaller singular values in the feature matrix. In contrast, SENTRY

[76] selectively optimizes the entropy of the target sample based on the consistency of multiple random

image transformations, improving the generalization performance. In addition, some works use mutual

information maximization [77], [78], [79] as the target domain loss to learn more discriminative features.

For example, EMDM [32] approximates the ideal objective function by balancing entropy minimization and

diversity maximization. Inspired by energy learning, Herath et al. [80] learned domain-invariant features

by minimizing the free energy deviation.

Although regularization methods can improve task performance by utilizing unlabeled target domain

data, such methods typically require similar spectral properties or inter-class relationships across domains.

When there is significant distribution discrepancy, the above requirements are often difficult to establish.
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5.2. Self-Training Methods

Some self-training methods train models by generating high-quality pseudo labels to improve model

performance [81], [82], [31], [83]. However, due to domain shift in UDA, the generated pseudo labels often

contain noisy, which can have a negative impact on the training performance of the model. To address this

issue, Saito et al. [31] proposed an asymmetric triple-training method inspired by collaborative training.

By selecting two classifiers to predict consistent samples for self training, they guide the other classifier to

learn discriminative features of the target domain, which to some extent eliminates the influence of noisy

pseudo labels. In addition, SHOT [78] fully utilizes the inherent structure of the target domain, obtains

clean pseudo labels through clustering, and uses these pseudo labels for learning the objective function.

Gu et al. [82] designed a robust pseudo label loss function in a spherical feature space, which is based

on a gaussian-uniform mixture model to estimate the posterior probability of pseudo label correctness,

thereby more accurately evaluating the quality of pseudo labels. Cycle self-training [84] is a generalized

pseudo label generation method that first trains a target classifier based on pseudo labels, and then allows

the classifier to correctly classify on the source domain to learn shared features. BiMem [85] utilizes a

bi-directional memory mechanism to learn and remember useful representative information for correcting

noisy pseudo labels.

Self-training methods achieve good classification performance by selecting high confidence pseudo labels

for supervised learning on target domain. However, due to domain shift, self-training methods inevitably

fall into the problem of error accumulation.

6. Datasets

Office-31 [86] is a domain adaptation standard benchmark dataset that includes three different object

recognition domains: Amazon (A) for online e-commerce images, Webcam (W) for low resolution images

captured by webcams, and DSLR (D) for high-resolution images captured by DSLRs, with a total of

4,110 images and 31 categories. Six domain adaptation tasks were constructed through random pairing to

comprehensively evaluate the adaptation performance in different scenarios.

Office-Home [87] is a more challenging dataset in UDA, with a total of 15,588 images across 65

categories. This dataset contains four different domains: art images in various forms such as sketching

and painting (A), clip art (C), product images without background (P), and real-world images captured by

regular cameras (R). Similarly, based on these four domains, 12 domain adaptation tasks were designed

to comprehensively test the performance of the model in diverse scenarios.

VisDA-2017 [88] is a simulation and real-world dataset consisting of two very different domains in UDA:

2D rendering (Synthetic) of 3D model datasets generated under different angles and lighting conditions,

and real natural images collected from MSCOCO. Synthetic and Real serve as the source and target domain

for domain adaptation tasks, respectively.

7. Application

UDA has demonstrated significant utility across diverse fields such as computer vision, medical image

analysis, and time-series modeling, showcasing its versatility in addressing domain shift challenges.

7.1. Computer Vision

UDA plays an important role in computer vision for tasks including but not limited to cross-domain image

classification, object detection, and semantic segmentation. Owing to substantial domain discrepancies

in illumination conditions, capture angles, background complexity, and spatial resolutions, visual data

distributions frequently exhibit divergent feature distributions and statistical discrepancies. UDA research

in vision focuses on establishing domain-invariant feature through distribution alignment, enabling effective

transfer of discriminative visual knowledge while mitigating domain shift.

7.2. Medical Image Analysis

Compared with computer vision, medical image faces unique challenges in data acquisition and annotation.

Medical data usually involves sensitive information and professional knowledge, requiring strict privacy
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protection and expert-level labeling, which leads to the scarcity and high cost of labeled data. Therefore,

how to effectively utilize existing annotated data for knowledge transfer has become an important research

direction in UDA [89], [90], such as pneumonia classification [91], [92] and viral hosts prediction [93].

7.3. Time-series Modeling

Time-series data, such as traffic flow, have continuity and dynamism, often involving complex patterns

of change and temporal dependencies. UDA demonstrates unique advantages in time-series analysis by

addressing non-stationary distribution shifts inherent in dynamic systems, demonstrating great potential and

value [94]. This proves particularly valuable for real-time applications including intelligent transportation

system optimization and industrial equipment predictive maintenance, where models must dynamically

adjust to temporal distribution shift.

8. Future Works

While UDA has demonstrated remarkable success in computer vision and medical image analysis, several

fundamental challenges require further exploration and research.

8.1. Generalization Error Bound

Previous work has analyzed the generalization error bound for UDA, which provides new ideas and

inspirations for algorithm design. However, the upper bound of generalization error in source-free and

open-set domain adaptation still needs further exploration. In addition, the lower bound of generalization

error for UDA has not received the attention it deserves. Such analysis would not only quantify the

theoretical limits of domain transferability but also reveal the inherent complexity of cross-domain learning

through measurable task divergence metrics.

8.2. Diffusion-based Domain Adaptation

The underlying mechanism of diffusion models establishes theoretically-grounded transformations between

noise distributions and complex data manifolds through iterative refinement processes. This paradigm is

similar to the goal of UDA, both aimed at reducing distribution discrepancy across domains. However,

how to apply diffusion models for UDA still needs to be explored.

8.3. Complex Domain Adaptation Scenarios

In practical applications, due to limitations in data privacy protection, source domain data may not be

directly accessible, which increases the difficulty of domain adaptation. In addition, the complexity of the

real world is also manifested in multiple source and target domains, changes in data categories, limited

computing resources, and the demand for online learning.

9. Conclusions

Unsupervised domain adaptation (UDA), as a major research direction in transfer learning, has received

increasing attention in recent years. UDA transfers knowledge from labeled source domain to unlabeled

target domain, effectively alleviating the dependence that deep learning to labeled data. This paper provides

a comprehensive analysis of current UDA methods and proposes a unified taxonomy framework. Then, we

provided a detailed introduction to three commonly used benchmark datasets and future research directions

in UDA. We believe that this study has the potential to provide valuable inspiration and reference for the

development of UDA fields.
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